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a b s t r a c t

Typical characteristics of remote sensing applications are concurrent tasks, such as those found in

disaster rapid response. The existing composition approach to geographical information processing

service chain, searches for an optimisation solution and is what can be deemed a ‘‘selfish’’ way. This

way leads to problems of conflict amongst concurrent tasks and decreases the performance of all

service chains. In this study, a non-cooperative game-based mathematical model to analyse the

competitive relationships between tasks, is proposed. A best response function is used, to assure each

task maintains utility optimisation by considering composition strategies of other tasks and quantifying

conflicts between tasks. Based on this, an iterative algorithm that converges to Nash equilibrium is

presented, the aim being to provide good convergence and maximise the utilisation of all tasks under

concurrent task conditions. Theoretical analyses and experiments showed that the newly proposed

method, when compared to existing service composition methods, has better practical utility in

all tasks.

& 2011 Elsevier Ltd. All rights reserved.
1. Introduction

The quality status of a remote sensing field can be described as
‘‘data-rich but analysis-poor’’ (Clery and Voss, 2005; Durbha and
King, 2005; Baraniuk, 2011). Service-oriented science is a promis-
ing approach to changing modern geographical information (GI)
processing methods within the scientific community (Foster,
2005), and it may allow manual data processing tasks to be
automated via a geo-information processing service chain(GIPSC)
(Alameh, 2003) by aggregating and combining small granularity GI
services into complex processing service chains (PSC) to provide
on-demand GI services flexibly. In distributed geospatial service
environments, many services (referred to as concrete services
(Canfora et al., 2008)) have the same level of functionality (referred
to as an abstract service (Canfora et al., 2008)) but are fundamen-
tally different in their non-functional attributes, such as perfor-
mance, availability and reliability. These are also known as Quality
of Service attributes (QoS). Each abstract service can be bound to
one or more concrete services. With broad standardisation, an
increasing number of functionally similar GI services are available
ll rights reserved.
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on the Internet. When creating and executing a PSC, the number of
component services involved in the PSC may be large; in addition,
the number of GI services from which these component services
are selected may be even larger. Hence, binding a concrete service
to each abstract service, within the GIPSC, and according to a utility
function under single user QoS constraints, imposed by the service
level agreement (SLA) (called QoS-aware GI services composition),
is a substantial challenge (Onchaga, 2006).

A large number of concurrent tasks, however, often exist
within GI service-based applications, especially in crisis-orien-
tated management. Therefore, if every task ‘‘selfishly’’ seeks an
optimum solution without considering the performance of the
entire service system, conflicts will emerge where each task
competes for limited resources. This competition means that
many tasks will be assigned to the same optimal service at the
same time, resulting in the degradation of GI service capability,
subsequently causing service quality to decline in all PSCs. This
problem becomes even more serious for GI services, which are
data dense and processing intensive in nature. In addition,
concurrent tasks may form a queue for each GI service, and thus,
the response time is not only influenced by the processing ability
of the GI service itself but also by the number of tasks to be
processed. The calculation of a PSC QoS aggregate value, particu-
larly in terms of response time, is further complicated when
considering the GIPSC control flow structure.

www.elsevier.com/locate/cageo
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The goal of this paper, as indicated above, is to present a new
approach to solve the conflict problem that results from competing
optimal GI services caused by concurrent tasks in time-sensitive
applications (Zhu et al., 2009), and to put forward a balancing
mechanism for GIPSC with the aim of equally assigning the tasks to
each GI service and hence maximising task utilisation. A non-
cooperative game method is proposed to assign tasks to each GI
service in a balanced manner, to decrease the conflict caused by
competition for optimal services, and allow each task to achieve the
highest performance. The tasks achieved in this study are as follows:
(i)
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Modelling the competition for optimal GI services as a non-
cooperative game in which each task is to create a composite
of concrete services to obtain the best utility according to the
service composition strategies of the other tasks. To the best
of the writer’s knowledge, this is the first model that con-
siders the GI service composition problem from the viewpoint
of the entire system to address the issue of competition
amongst the best GI services.
(ii)
 A queue theory-based GIPSC response time computing method,
which considers the queue caused by concurrent tasks, is
proposed. A mathematical model, i.e. a best response function,
is then proposed to quantify task conflicts. An iterative
e 1
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Fig. 1. Spatial distribution of remote s
algorithm is put forward that reaches the Nash equilibrium
point based on the model.
The rest of this paper is organised as follows. The second section
describes scenarios and applications related to the proposed
method. The non-cooperative game-based model of QoS-aware GI
services composition is discussed in the third section. Described in
the fourth section is the best response iterative algorithm based on a
best response function. The fifth section provides experimental
results and analyses. Related work is described in the sixth section.
A summary of all the work of this study, together with forecasts for
further work are given in the seventh section.
2. Scenario

2.1. Application background

To illustrate the use of the proposed method, the Wenchuan
earthquake which measured 8.0 on the Richter scale in China, at
14:28 on May 12, 2008, is used as an example. It resulted in a
series of catastrophes (Li, 2008). The use of Air-borne and space-
borne optical imagery and radar data is increasing, and the
integration of such data with Geographic Information Systems
(GISs), has opened a new dimension for scientists and planners/
managers to identify, assess, and make decisions soon after
deadly natural hazardous events and also in relation to rebuilding
plans (Li, 2009; Singh, 2010). For example, the CBERS-02/02B
satellite gathered 186 scene images during 13 May to 7 June, and
504 scene images before the earthquake. Beijing-1 satellite
collected multispectral (32m) images covering the whole disaster
area (1.39 million km2) before the earthquake, and covered
3.49 million km2 from 13 May to 4 June. Table 1 gives details on
sensors and the scope of cover and Fig. 1 shows the region
covered by different satellites after the Wenchuan earthquake
ensing image (Li, 2009).



Table 2
GI services included in the change detection PSC and corresponding function

descriptions.

GI Service name Service description

Radiometric correction (RC),

RC1yRCn, concrete services

achieve radiometric correction

RC is used to modify DN values of

pre- and post-earthquake images to

account for noise (i.e., contributions

to the DN that are not a function of

the feature being sensed).

Geometric correction (GC), GC1yGCn,

concrete services achieve

geometric correction

GC is used for the conversion of data

to ground coordinates by the

removal of distortions, due to sensor

geometry, from pre- and post-

earthquake images. For instance,

software system was developed by

Wuhan University that can perform

rectification of optical and SAR

imagery, such as SPOT 5, Quickbird,

Terra SAR-X, and COSMOS, with

limited ground control (Li, 2009).

Image registration (IR), IR1yIRn,

concrete services achieve image

registration

IR is used to transform pre- and post-

earthquake images into one

coordinate system. For example, the

automatic selection of ortho image

mosaic line by DPGrid (Zhang et al.,

2008).

Changing detection (CD), CD1yCDn,

concrete services achieve changing

detection

CD is used for assessing the extent of

damage after an earthquake

according to pre- and post-

earthquake images (Xu et al., 2010).
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(Li, 2009). These both together show that much data can be
obtained and the timely processing, and how the use of these data
can be a challenge. In addition, different departments, involved in
disaster mitigation have used spatial information techniques to
provide decision making support and contributed much to earth-
quake relief (Li et al., 2008).

2.2. User requirements: a QoS view

In deriving user requirements, QoS characteristics of GI ser-
vices are considered and some commonly defined quality criteria
are also included.

Firstly, GI services, which are special remote sensing services,
require large volumes of data and can therefore be bandwidth
intensive. The process of GI is becoming more computing inten-
sive. Hence, response time is an important factor. For example, in
earthquake disaster, the response time should be controlled over
a time scale measured in minutes (Li et al., 2010).

Secondly, user requirements can be specified including type of
imagery, i.e., a choice between black and white and colour, image
format such as jpeg, tiff, bitmap, spatial resolution, as well as cost
due to budget constraints. Accordingly, interactivity, positional
accuracy, completeness, consistency (format), and cost are rele-
vant factors that can be specified for a GI service application
(Onchaga, 2006).

Lastly, due to the urgency necessary during disaster response,
availability is an important QoS criterion for a GI service.
Additionally, other QoS criteria can be mapped in accordance
with availability, e.g. latency (Onchaga, 2006).

2.3. The challenge

Change detection is a very important task in hazard assessment
(Brunner et al., 2010). It is a technology for evaluating
the degree of damage after an earthquake through the comparison
of two different temporal images.1 The change detection process
flow can be modelled by the execution of a PSC. The main services
included in the change detection PSC are a radiometric correction
service, geometric correction service, image registration service
and change detection service. The services function description is
shown in Table 2. Fig. 2 shows change detection PSC using the GI
services composition tool (Li et al., 2010) according to function
property of services, and this PSC is used in the experiments.

As stated above, many departments are involved, such as
assessment department, rescue department and decision-making
department, in a disaster response. Further, there are very large
number of remote sensing images with different degrees of
temporal and spatial resolution gathered by continuous observa-
tion, e.g. the image coverage reached 7.7 million km2 as shown in
Table 1. The large number of applications, scene images will
‘‘squeeze’’ the performance of GISC if all the tasks are assigned to
the same GI services, for instance, Digital Photogrammetric Grid
(DPGrid), a parallel photogrammetric station, spends 20 h hand-
ling only 202 scene images (Zhang et al., 2008).

If every user (task) adopts a ‘‘selfish’’ strategy and maximises
its own utility without regard for others, then every task would
select the optimal resource (see dotted line in Fig. 3). Fig. 3
illustrates the concept of concurrent tasks. In the middle line is
the change detection PSC composed of abstract services. Each
abstract service can be bound to one or more concrete services.
The dash-dot line denotes an equilibrium composition strategy in
which each task is assigned to a different concrete service; the
1 We emphasise that abstract GIPSCs have existed previously and can be

generated by GI service composition tools manually or automatically.
dotted line denotes a non-equilibrium composition strategy in
which each task is assigned to the ‘‘best’’ concrete service.
This strategy results in degradation in the performance of the
services and thus diminishes the utility of all tasks

Hence, the allocation of tasks to particular services to assure
all tasks achieve best performance or best utility is a challenge.
Compared to the traditional method, the strategy employed in
this research is to avoid sending all the tasks to the best services,
hence ‘‘squeezing’’ the performance of each, but rather to achieve
equilibrium. A better objective is to make sure that each task
keeps optimal utility by considering others from the point of view
of the system. A non-cooperative game based method provides a
possible solution and is presented below.
3. QoS-aware GI service composition method based on a non-
cooperative game

3.1. The non-cooperative game model

A GI service composition comprised of concurrent tasks can be
modelled as a non-cooperative game in which all tasks are
dynamically adjusted according to the strategy of the other tasks.
The target of this research study is to achieve Nash equilibrium
(Fudenberg and Tirole, 1991), which is the state in which every
task can attain the best utility by taking into account the strategy
of all other tasks.

Definition 1. The non-cooperative game model of GI service
composition is an assembly of the following players, strategy
space, and utility function:
(1)
2

Players: Supposing there are I types of continuous tasks, and
every type of task2 has the same QoS constraints. The arrival
ratio of every task i follows the Poisson distribution with the
Throughout this paper, ‘‘task’’ means a type of task flow with an arrival rate li.



Fig. 2. GIPSC of change detection by GI services composition tool.

Fig. 3. Change detection PSC of concurrent tasks.
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rate li,i¼ 1,. . .,I. A GIPSC is composed of the abstract service
set A¼ fa1,. . .,aLg, and every abstract service al comprises J

concrete services written as Cl ¼ fc
l
1,. . .,cl

jg. Suppose the pro-
cessing time of every concrete service follows an exponential
distribution with the even speed mj.
(2)
 Strategy: Let sl
i,j represent the ratio of task i allocated to GI

service j in step l, which is the serial number of service in PSC
(see Fig. 4). Vector sl

i ¼ ðs
l
i,1,. . .,sl

i,JÞ represents the service
combination strategy of task i in step l, and the service
combination strategy of task i is si ¼ ðs

1
i ,. . .,sl

iÞ; vector
s¼ ðs1,. . .,sIÞ is the combination strategy for all tasks, which
is called the combination strategy of GI service composition.
In Fig. 4, the dashed lines describe how the tasks are assigned
to different concrete services denoted by sl

i,jli, for example,
s1

1,2l1 signifies that the s1
1,2 ratio of the first task with rate l1

(such as 10 tasks in 1 min), was assigned to the second set of
concrete services at the first abstract service, i.e. the first step.
When the tasks were assigned to the same concrete service,
the competition relationship between the tasks was formed
(note the arc line in the figure).
(3)
 Utility function: U iðsÞ is the expected utility of every task in the
GIPSC execution. Task i selects s rather than s0, iff U iðsÞ!U iðs

0Þ.
The essence of the model is that the combination strategy for
every task is the best response compared to the other strategies.
The best response of each task can be calculated through the
notion of processing ability of the concrete service. As shown in
Fig. 4, the processing ability of the concrete service can be
described as two parts: the loaded part to which the processing
resource has been allotted (see the shaded part of concrete
service), the residual load part in which the processing resource
is still free (see the blank part of the concrete service).
The calculation method for the residual load is discussed in
Section 4.1. Consequently, the best response can be used to define
the competitive relationship between concurrent tasks: the best
response of task i to combination strategy s� i is sni As, which



Fig. 4. Non-cooperative game model of GI service composition.

Fig. 5. Computational model of the response time of a sequential structure.
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means that the other task strategies si, will not have a utility
greater than sni (Weibull, 1997)

U iðs
n

i ,sn�iÞ!U iðsi,s
n

�iÞ ð1Þ

The equation s�i ¼ ðs1,. . .,si�1,siþ1,. . .,snÞ represents the combi-
nation strategy of all players excluding player i.

The GIPSC QoS model under concurrent task conditions is next
defined.
3.2. QoS model of GIPSC for concurrent tasks

To denote the accumulation, multiplication, and extreme value
theorem, cost, availability, and response time are included in the
QoS model. The cost and availability can be regarded as being
uninfluenced by the concurrent tasks; the response time, how-
ever, will change because of the existing queue, which can be
modelled as M/M/1.

In the M/M/1 queue model, the arrival time interval for every
task i follows an exponential distribution with a speed of li, and
the processing ability of every GI service time follows an expo-
nential distribution with the parameter m. The processing time,
therefore, for each service is W¼1/(m�li) (Gross and Harris,
1985). The aggregation response time of the GIPSC is calculated
according to four basic structures: sequential, parallel, branch,
and loop (Martin et al., 2006).
(1)
 Sequential structure: According to Burke’s theorem (Gross and
Harris, 1985), for an M/M/1 queue with an arrival rate of l, the
output is also a Poisson process with a rate of l. That is to say,
for all GI services of a sequential structure, the arrival and
departure processes follow the Poisson distribution. As
a result, the method for computing the response time of
the sequential structure is W ¼

PL
l ¼ 1 1=ðml�lÞ, where L
represents the total length of the sequential structure and l

indicates the step index in the sequential structure (Fig. 5).
The total response time of the sequential structure is accu-
mulated by all services including that of the PSC.
(2)
 Parallel structure: In a parallel structure, the total response
time is determined by the longest parallel branch (i.e., the key
path) (Zhu et al., 2009). Therefore, to solve the response time
for a parallel structure, the key path must first be solved.
The parallel structures can then be serialised (Fig. 6). Since the
response time is decided by the key path in the parallel
branch, the total response time of the parallel structure is the
accumulated times for all services including those in the key
path of PSC. The response time of the parallel structure is
computed as W ¼maxM

PL
l ¼ 1 1=ðml

m�lÞ, where kp represents
the number of parallel branches and M indicates the branch
index of the parallel structure.
(3)
 Branch structure: The branch structure describes the possibi-
lity of an execution route being selected if there are
N¼ f1,. . .,ng branches and the possibility that every branch
n chosen is bn, the sum of which satisfies

PN
n ¼ 1 bn ¼ 1.

Accordingly, the arrival rate of every branch task is bnl
(Fig. 7). Tasks are allocated to different branches, with
different possibilities within the branch structure. Thus,
the serialisation method can be used to calculate the response
time (Fig. 7). The response time of the branch structure
is calculated as W ¼

PN
n ¼ 1

PL
l ¼ 1 1=ðml

n�bnlÞ.



Fig. 7. Computational model of the response time of a branch structure.

Fig. 8. Computational model of the response time of a loop structure.

Fig. 6. Computational model of the response time of a parallel structure.
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(4)
 Loop structure: In contrast to loop peeling and unfolding
methods (Ardagna and Pernici, 2007), the loop structure is
considered as feedback to the execution within the queue
model (Fig. 8). The loop structure is a part of the M/M/1 queue
network. According to the Jackson theorem, supposing the
internal arrival rate of the loop structure is r, the feedback
possibility is 1�p, and consequently:
r¼ lþð1�pÞr, or r¼ l=p

The response time in the loop structure isW ¼
PL

l ¼ 1 1=ml�l=p¼PL
l ¼ 1 p=ðpml�lÞ.
By recognising that the total tasks assigned to each GI service

is
PI

m ¼ 1 sl
m,jlm, the response time of the GIPSC execution can be

determined for each task i. All QoS aggregate functions are listed
in Table 3. For cost calculating methods and availability see Zeng
et al. (2004) for details not introduced here, due to space
limitations.

Theorem 1. Parallel, branch, and loop structures in the GIPSC can be

serialised with equal values to attain a sequential structure without

changing the values of the aggregate function.
Proof. A cost aggregate function is calculated by summation.
Although the availability function is calculated by multiplication,
these functions can be converted into summation via a logarith-
mic function. The response time aggregate function is calculated
by maximum or minimum value, but after finding the key path,
the calculation can still be converted into a summation. Therefore,
these calculations are linear structures and can be serialised.

The significance of serialisation lies in the removal of the
different expressions of QoS dimension aggregate functions due
to the difference in control structure and in building a unified
model. Here, the structure factor k is used to unify the expression.

Definition 2. Structure factor k depicts the compensator value of
the serialisation for different control structures

k¼
1,N¼ 1 if lAS or lAP

Z,N¼ 1 if lAC

bkn
if lAR

8><
>:

FiðLÞ ¼
XL

l ¼ 1

XJ

j ¼ 1

kf l
n,js

l
i,jli

lnðAViðLÞÞ ¼
XL

l ¼ 1

XJ

j ¼ 1

ksl
i,jli lnðavl

jÞ

TiðLÞ ¼
XL

lA cp

XJ

j ¼ 1

sl
i,j

ðml
j�k

PI
m ¼ 1 sl

m,jlmÞ

where L is the PSC after serializing.

3.3. The computational model of the GIPSC utility function

QoS dimension values differ in their range and units, and
normalisation is the first step. Formulae (2) and (3) represents the
positive and negative rule, respectively

vh
i ¼

qh
i
�min qh

i

max qh
i
�min qh

i

if maxqh
i aminqh

i

1 if maxqh
i ¼minqh

i

8><
>:

9>=
>; ð2Þ

vh
i ¼

max qh
i
�qh

i

max qh
i
�min qh

i

if maxqh
i aminqh

i

1 if maxqh
i ¼minqh

i

8><
>:

9>=
>; ð3Þ

Cost, availability, and response time are represented by q1, q2

and q3, respectively; maxqh
i (minqh

i ) represents the maximum



Table 3
QoS aggregate function for GIPSCa

Control structure Cost (Fi) Availability (ln AVið Þ) Response time (Ti)

Sequential(S) P
lA S

PJ
j ¼ 1

f l
js

l
i,jli

P
lA S

PJ
j ¼ 1

sl
i,jli lnðavl

jÞ
P
lA S

PJ
j ¼ 1

sl
i,j

ðml
j
�
PI

m ¼ 1
sl

m,j
lm Þ

Parallel (P) P
lAP

PJ
j ¼ 1

f l
js

l
i,jli

P
lAP

PJ
j ¼ 1

sl
i,jli lnðavl

jÞ max
cpAP

P
lA cp

PJ
j ¼ 1

sl
i,j

ðml
j
�
PI

m ¼ 1
sl

m,j
lm Þ

Loop (C)
Z
P
lAC

PJ
j ¼ 1

f l
js

l
i,jli Z

P
lAC

PJ
j ¼ 1

sl
i,jli lnðavl

jÞ
P
lAC

PJ
j ¼ 1

sl
i,j

ðml
j
�Z
PI

m ¼ 1
sl

m,j
lm Þ

Branch (R) Pkr

kn ¼ 1

P
lACkn

PJ
j ¼ 1

bkn
f l

n,js
l
i,jli

Pkr

kn ¼ 1

P
lACkn

PJ
j ¼ 1

bkn
sl

i,jli lnðavl
jÞ

Pkr

kn ¼ 1

P
lACkn

PJ
j ¼ 1

sl
i,j

ðml
j
�bkn

PI

m ¼ 1
sl

m,j
lm Þ

a Note: In the response time function, Z¼1/p represents the feedback probability; in the cost and availability function, Z¼ p represents the expected recycle times. The

key path is represented by cp.
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(minimum) aggregation value of the hth QoS dimension in the i

task; maxqh
i �minqh

i is the normalised factor written as NFh
i .

For each task i, the utility function can be expressed as
U iðsÞ ¼

P3
h ¼ 1 whUh

i , where wh represents the QoS weights, and
Uh

i is the utility of the hth dimension of the i task. The normal-
isation results are

v1
i ¼
U1

i �minq1
i

NF1
i

, U1
i ¼ FiðLÞ ð4Þ

v2
i ¼

maxq2
i �U

2
i

NF2
i

, U2
i ¼ AViðLÞ ð5Þ

v3
i ¼
U3

i �minq3
i

NF3
i

, U3
i ¼ RiðLÞ ð6Þ

The normalisation process is described in detail by Zeng
et al.(2004).
4. Iteration algorithms with the best response

4.1. The best response of a single task

First, the quantitative model is established for the competitive
relationship between concurrent tasks using the residual comput-
ing ability (RCA) of each GI service (Grosu and Chronopoulos,
2005).

Definition 3. RCA is the available processing ability of the j

concrete service in the al abstract service of task i:

ml
i,�j ¼ m

l
j�
XI

m ¼ 1,ma i
ksl

m,jlm ð7Þ

Obtained is ml
j�
PI

m ¼ 1 sl
m,jlm ¼ ml

i,�j�ksl
i,jli, and therefore Ti

ðLÞ ¼
PL

lA cp

PJ
j ¼ 1ðs

l
i,j=ðm

l
i,�j�ksl

i,jliÞÞ.

Obviously, tasks will impact each other by using the proces-
sing ability of GI services. The RCA illustrates how many abilities
of the GI service remain when a task is assigned to this service
(see Fig. 4). It is thus natural to question how the task chooses the
optimal strategy under this condition.

Definition 4. Considering the RCA, the optimal problem OPi of
each task is

minU iðsÞ ¼
X3

h ¼ 1

wh
i vh

i ð8Þ

s:t: sl
i,jZ0,8lAL, i¼ 1,. . .,I, j¼ 1,. . .,J ð9Þ
XJ

j ¼ 1

sl
i,j ¼ 1,8lAL ð10Þ

XI

i ¼ 1

sl
i,jlirmj,8lAL ð11Þ

ð�1Þhþ1Uh
i

li
r ð�1Þhþ1Dh 8h¼ 1,2,3 ð12Þ

where the feasible constraint conditions are as follows:

Formula (9) describes every GI server allocated with non-
negative tasks;
Formula (10) describes conservation conditions, representing
every task i allocated to GI services;
Formula (11) states stable conditions, showing that any arrival
rate is smaller than the largest service rate to guarantee that
the system does not ‘‘explode’’ because of queuing;
Formula (12) explains the constraint conditions of the task,
where Dh, h¼1,2,3 represent the average cost, availability, and
response time constraint of task i.

Definition 5. The best response strategy (BR) of every task is the
solution of OPi.

The proof of Theorem 2 demonstrates that the objective and
constraint functions are second-order derivatives and are consis-
tently greater than or equal to zero. Therefore, OPi is a convex
programming problem. Furthermore, a first-order Karush–Kuhn–
Tucker condition is a necessary and sufficient condition for the
OPi solution to exist. The LaGrange function is
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Based on the Karush–Kuhn–Tucker condition, al,gh
Z0,bl

jZ0
for any l¼ 1,. . .,L, j¼ 1,. . .,J, h¼1,2,3, the necessary and sufficient
condition between sl

i,j and the solution of OPi is

@L

@sl
i,j

¼ 0 ð14Þ

@L

@al
¼ 0 ð15Þ

bl
js

l
i,j ¼ 0 ð16Þ
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gh ð�1Þhþ1Uh
i

li
�ð�1Þhþ1Dh

 !
¼ 0 ð17Þ

Constraint condition (10) is the assumed condition of the
entire system stability, and it can be considered as always true.
Therefore,

Ol
jþPl
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i,j ¼ 1 ð19Þ

bl
js

l
i,j ¼ 0 ð20Þ

gh ð�1Þhþ1Uh
i

li
�ð�1Þhþ1Dh

 !
¼ 0 ð21Þ

l¼ 1,. . .,L, j¼ 1,. . .,J, h¼ 1,2,3 ð22Þ

where
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d1l
i,j ¼ kf l

jli, d2l
i,j ¼ kli lnðavl

jÞ, d3l
i,j ¼ kli ð26Þ

These nonlinear equations can be solved using Matlab toolbox,
and the best response combination strategy s xð Þ

i can be obtained in
any iterations of task i by solving these equations.

4.2. The existence of Nash equilibrium

The existence of Nash equilibrium is a basic question for the
non-cooperative game of GI service composition. Here, the suffi-
cient condition of the existence of Nash equilibrium is discussed.

Theorem 2. The non-cooperative game of GI service composition

has the unique Nash equilibrium solution if sl
i,j ,K1

i þK3
i 4K2

i holds
where Kh

i ¼ @vh
i =@sl

i,j (proof: Appendix A).

4.3. Best response iteration algorithm of concurrent tasks

The core concept behind using a best response-based algo-
rithm to solve the Nash equilibrium is that every task resets its
own combination strategy, based on other combination strategies.
This process is iterated until it converges to Nash equilibrium.

For instance, the first task uses the initialisation value to
obtain the combination strategy s 1ð Þ

1 , where the superscript 1 is
the iteration number. The second task then, obtains the combina-
tion strategy s 1ð Þ

1 in accordance with the previous task; that is, the
best response of task 2 is compared with that of other tasks and
so on until the last task gains its corresponding composition
strategy s 1ð Þ

I according to the combination strategy of the previous
task I�1. Be noticed that each s 1ð Þ

I can be set to zero for the
initialisation value of it is not influence on the algorithms which is
discussed in Section 5.2.1 in details. At the end of each iteration,
L1 ¼

PI
i ¼ 1 9U

ðx�1Þ
i �U ðxÞi 9, assigned by sum (Fig. 9), is calculated to

denotes the sum of the differences of the utilities for all tasks, and
marks the system utility error of each iteration, where
9U ðx�1Þ

i �UðxÞi 9 is the utility difference between the adjacent itera-
tion of each task i. Subsequently, a second iteration round is
implemented; but this time, the first task will update its own
combination strategy based on the combination strategies of the
other tasks.

The e is a small number used to denote the acceptance
tolerance which is variable according to user’s demand. A smaller
e means that the iteration solution is more close to the Nash
equilibrium, however, with more compute complexity in time.
The iteration algorithms terminates, when L1 is less than e. The
steps can be called a basic progressive system (ESS) (Boulogne
et al., 2002) as shown in Fig. 9. The iteration process terminates at
Nash equilibrium.

4.4. Convergence of the iteration algorithm

An important problem associated with the best response
iteration algorithm is whether it can ultimately converge to Nash
equilibrium.

Theorem 3. Beginning from any initial point, the iteration algorithm

converges to the Nash equilibrium point, if it can satisfy
PI

m ¼ 1,ma iPL
lA cp

PJ
j ¼ 1ðksl

i,jli=ðml
m,�j�ksl

m,jliÞ
2
Þo1 (proof: see Appendix A).

5. Experimental and analytical evaluation

5.1. Simulation environment

To test the efficiency of the proposed method, a simulation
experiment was conducted. First, the abstract PSC (Figs. 3 and 2)
was simulated. In this simulation every abstract service included
10 concrete services. Concrete services were modelled as an M/M/
1 processing queue system. Afterwards, every QoS dimension
value of a service was randomly created, while forcing all values
to conform to a normal distribution (Cardoso, 2002).

5.2. Performance evaluation

The evaluation was conducted in terms of four aspects:
algorithm convergence, task utility, fairness, and time complexity.

5.2.1. Algorithm convergence

One basic issue is whether the best response iteration algo-
rithm can converge to the Nash equilibrium point. The algorithm
initially set the combination strategy for every task as zero, and
every task redesigns its own combination strategy according to
the orderly combination strategy of other tasks. The experiment
demonstrated that the best response iteration algorithm had good
convergence and can subsequently converge to Nash equilibrium
from any point (for the initial point is zero).

The algorithm convergence was tested by increasing the
number of tasks and changing the norm, i.e., tolerable error,
where the number of tasks ranged from 10 to 35, the average
arrival rate of every task was li¼10, and the norm was reduced
from 0.1 to 10�5 (Fig. 10). Fig. 10 shows the relationship between
the norm (x-axis) and number of iterations (y-axis). It is found
that the number of iterations increases approximately linearly
with decrease of the norm, also, the number of iterations
increases with the number of tasks to small extent. In all
experiments, all the initial points were zero and L1 was used to
determine the termination condition. As the norm increased, the
number of algorithm iterations increased, when the quantity of
tasks was constant. Similarly, the number of the algorithm
iterations increased as the number of tasks increased, when the
tolerable error norm changed.

Fig. 11 denotes the relationship between norm (x-axis), num-
ber of task (y-axis), and number of iterations (z-axis log2 scaled),
and also shows that the number of iterations increases



Fig. 9. Iteration algorithm of the best response.

Fig. 10. Convergence comparison of the best response iteration algorithm.
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Fig. 11. Convergence surface of the best response iteration algorithm.
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approximate linearly with the norm and number of tasks from a
three dimensional viewpoint. For instances in the figure, when
the number of tasks is 35 with the average arrival rate li¼10, and
the norm is 10�5, the iteration number is 50 (the z-axis is log2

scaled).
During the process of algorithm convergence, every task

constantly adjusted its own combination strategy according to
the strategies of the other tasks; the load condition of every server
also fluctuated regularly with changes in the combination strate-
gies of the tasks and finally converged to a relatively fixed value.
Fig. 12 shows the load change of a concrete service in the iterative
convergence process, and illustrates how the single concrete
service load responds to iterations from the concrete service
point of view. The oscillation waveform in Fig. 12 represents
process of competing services by tasks. For instance, a service



Fig. 12. Service task distribution convergence trajectory.

H. Li et al. / Computers & Geosciences 47 (2012) 46–59 55
may be presented only a few tasks to choose from because of its
relatively poor initial performance (wave trough in Fig. 12). In the
second iteration round, however, its relative performance
improves because no task was allocated; the service may cause
load concentration (wave crest in Fig. 12). The fluctuation of the
service load became very much smaller with each iteration
process and ultimately converged at a fixed value.
Fig. 13. Comparison between expected and actual task utilities.
5.2.2. Task utility

To evaluate the proposed method, two classic methods were
compared. One was a classic distribution load balance method,
and the other a classic global plan method developed for single
tasks involving QoS-aware PSC composition:

A proportional scheme (PS) (Chow and Kohler, 1979) is a
classic distribution method that employs a task combination
strategy in which servers with higher processing ability acquire
more tasks according to the particular processing ability of
servers and the ratio distribution task equilibrium algorithm.
Services with a smaller comprehensive utility value are allocated
more tasks.

The mixed integer linear programming-based (MILP) method
(Zeng et al., 2004) is a typical single-task service composition
algorithm that does not consider the combination strategies of
other tasks. This method attempts to find a global optimal
solution under QoS constraints.

The goal of this study, as indicated in Section 4, is to minimise
conflicts under concurrent task conditions to achieve the overall
optimisation of all tasks. The expected task utility value (EXP) is
calculated prior to GIPSC execution, without any consideration of
the combination strategies of other tasks, denoting the expecta-
tion utility of tasks. EXP denotes the utility that each task can
achieve in single task situation where no competition is consid-
ered. The actual task utility value (ACT) is the utility gained by the
execution of the PSC. The value ERR is the difference between EXP
and ACT, and denotes the performance difference caused by
services competing.

As shown in Fig. 13, the histogram part gives the EXP value,
the line part is the ERR value, and the ACT value is the sum of EXP
and ERR, i.e. the total height of the histogram. Since utility is
directly proportional to response time, a small utility is better. In
contrast with PS and MILP methods (Fig. 13), although the BR’s
EXP is maximal (histogram part) among the three methods before
GIPSC execution, the BR’s ACT and ERR value are the minimum
among the three methods after execution for considering the
conflicts between tasks. Hence, the advantage of the BR method is
that it ensures that each task can achieve a better utility for
concurrent tasks, and an improvement can be achieved for the
whole performance of concurrent tasks.

The BR method stipulates that every task constantly changes
and finally converges to the Nash equilibrium point in accordance
with other task composition strategies (Figs. 14 and 15).

In Fig. 14, the utility of each task (y-axis with 10 scaled)
adjusts according to the iteration progress when considering the
strategy of other tasks. At the beginning of the iteration, the
utility of the current task is good (small) without other compe-
titors. When other competitors are introduced, the utility of the
task becomes worse than the initialisation value for the ‘‘best’’
services competing between tasks see the wave crest. The
strategy of the task must be adjusted to adapt to other strategies.



Fig. 14. Task utility convergence trajectory for one task.

Fig. 15. Comparison convergence trajectory among actual task utilities.

Fig. 16. Relationship between system load and ACT compared for three methods.

Fig. 17. Fairness indicator under system load changes.
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After the iteration process, the task utility stabilizes and con-
verges to a fixed value, i.e. Nash equilibrium point.

This Fig. 15 is extended from one task in Fig. 14 to all tasks.
This figure shows the progress of all tasks converging to the Nash
equilibrium point.

With an increased system load, the number of allocated
concrete service tasks increases. The response time of the service
also increased, with the ACT value increasing accordingly. Conse-
quently, the task utility value was reduced (Fig. 16). The ACT
values for the PS and MILP methods increased as the system load
increased because the methods did not take account of the
combination strategies of other users. Hence it was found that
when the system load increased to a certain quantity, the task
utility of the methods increased markedly.

The BR method states that every task must consider the
combination strategies of the other tasks involved; thus, the
utility of every task showed a nearly linear growth relative to
the other two methods, and the method did not become unstable
due to growth of the system load.
5.2.3. Fairness

Fairness describes the differences among all actual task uti-
lities and whether all tasks have attained an optimal utility.
A Fairness indicator can be calculated by

IðUÞ ¼ ð
PI

i U iÞ
2

I
PI

i U2
i

ð27Þ

To eliminate experimental influence on task preference, each
task was assigned the same weight and QoS constraint value in
the experiment. As a consequence, the fairness indicators of both
the PS and MILP methods was one. However, the BR method
caused every task to change constantly according to its own
combination strategy; thus, the actual utility of every task differs.

Fig. 17 shows that as the system load increases, the BR fairness
indicator diminishes; however, the decline in the fairness indi-
cator is small.

As a result, the BR method can guarantee that all tasks
achieved simultaneous utility optimisation.

5.2.4. Time complexity

Time complexity describes the time for the computer calcula-
tions to reach the Nash equilibrium point. In this method, the
arithmetic execution time can be calculated as

Time¼ IternTasksnTOP ð28Þ



Fig. 18. Convergence time comparison between L1 and Lmax.
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where Iter is the number of iterations before reaching the Nash
equilibrium; Tasks are types of continuous tasks; TOP is the
execution time of single task best responses. Fortunately, the
OP problem mentioned in Section 4.1 is a convex optimisation,
which means it can be solved in a reasonable time, even if it is a
large-scale problem (Boyd and Vandenberghe, 2004). The key
factor is to control iteration number when Tasks and TOP are fixed.
One way to reduce the iteration number is to replace the L1

mentioned in Fig. 9 with Lmax. Where L1 ¼
PI

i ¼ 1 9U
ðx�1Þ
i �U ðxÞi 9 is

the sum of all the task utility differences in one iteration, and
Lmax ¼MaxI

i ¼ 19U
ðx�1Þ
i �U ðxÞi 9 is the maximal task utility difference

in one iteration.
From Fig. 18, in which y-axis is the time calculation, and x-axis is

acceptance tolerance, it can be seen that Lmax always represents less
time than L1 as acceptance tolerance changes from 0.1 to 10�5. It is
also found that time spent on the arithmetic calculations are at the
level of ‘minutes’, whereas the remote sensing processing of mass
data, is at the level of ‘hours’ (Zhang et al., 2008).

The proposed method is inferior to PS and MILP for the
additional iteration, but it is felt that this additional time bonus
is worthy of consideration. Equilibrium strategy can effectively
reduce the ‘‘best services’’ competition and conflicts and hence
avoid waiting in queues and network congestion. However, in this
study, focus is on the effectiveness of the employment of game
theories to model and resolve competition and conflict problems
for concurrent tasks. Hence L1 rather than Lmax is used to test for
convergence of the proposed method.
6. Related works

In recent years, a number of research groups have addressed
the problem of GI service composition. In this section, the main
approaches most relevant to the work of this study are presented,
and differences between these approaches and the methodology
presented in this paper are pointed out. The existing GI composi-
tion can be classified into function-oriented and QoS-aware
methods.
6.1. Function-oriented GI service composition

The Open Geospatial Consortium (OGC), organisation is work-
ing towards this service-oriented approach and has developed
geospatial GI service standard interface specifications including a
Web Feature Service (WFS) (Vretanos, 2005), Web Map Service
(WMS) (de la Beaujardiere, 2004), Web Coverage Service (WCS)
(Evans, 2003), Catalogue Service for Web (CSW) (Chen et al.,
2009), and Web Processing Service (WPS) (Schut, 2007).

These specifications have been developed according to
the functional attributes of GI services. Likewise, GI service
composition methods, such as semantic-based, rule-based, pro-
cessing-based methods, are derived functions of GI services
(Hoffmann et al., 2009; Lutz, 2007; Lutz et al., 2007; Yue et al.,
2009, 2010).

However, as indicated above, the focus of this study is mainly
on the non-function property of GI services, i.e. QoS. The proposed
method depends on the abstract PSC generated by the function-
oriented method.
6.2. QoS-aware GI service composition

QoS-aware GI services composition, is a process which binds a
concrete service to each abstract service within the GIPSC accord-
ing to a utility function under QoS constraints, imposed by the
service level agreement (SLA) (Onchaga, 2006). This topic has
been devoted, in the field of GI services and SOC, to finding an
optimisation solution fitting user constraints. The existing meth-
ods can be grouped into two classes according to whether the
running time can be adjusted:
(1)
 Static environment: These methods do not consider environ-
ment changes and model the QoS-aware PSC combination
issues as a global constraint optimisation problem (Zeng et al.,
2004). Based on a five-dimensional QoS model (cost, response
time, reputation, success rate, availability), the method ana-
lyzes the working flow control structure and establishes a
QoS-aware integer linear programming optimisation model
(Zeng et al., 2004). Much work has been based on this model.
For instance, intelligent algorithms, such as the genetic
algorithm, the simulated annealing algorithm, were intro-
duced to provide approximate solutions for large-scale
programming problems, since global programming is a NP
problem in essence (Ko et al., 2008).
(2)
 Dynamic environment: The QoS-aware PSC composition
method under a dynamic environment includes a monitoring
mechanism which sets a threshold. When a QoS property of
any service changes more than the threshold or abnormal
service conditions appear, a re-programming mechanism can
be triggered quickly to guarantee that the PSC can be
smoothly executed with optimal performance (Canfora
et al., 2005). The representational approaches are local recon-
struction based (Zeng et al., 2004), two-stage re-programming
based (Berbner et al., 2007), and negotiation based methods
(Ardagna and Pernici, 2007).
However, these QoS-aware service composition methods pur-
sue performance optimisation (e.g., time, price, stability) under
user QoS constraints (Ardagna and Pernici, 2007). They essentially
centre on single task optimisation in both the GI services and
information science areas, while disregarding the competition
relationship between concurrent tasks. Therefore, the method
presented in this paper, is different in this way from previous
ones.
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7. Summary and outlook

This paper presented a new approach, based on the Game
Theory, to solve the problem of GI services competing for
concurrent tasks in a services-oriented computing environment.
The conflicting behaviour of these concurrent tasks was deeply
analysed and modelled as a non-cooperation game model. In
addition, a novel queue based method was proposed as a way to
guarantee the calculated accuracy of the response times pre-
sented. This approach is entirely different from traditional ones
because of the waiting in queues and network queues and net-
work congestion created by concurrent tasks. The Nash equili-
brium, as a balanced assignment strategy, is achieved by an
iterative algorithm, which presents good convergence in both
theory and experiment. Via analysis, and comparison with tradi-
tional methods in task utility, the results of the experiments show
that this method can increase the performance of all tasks, and
has strong anti-jamming and anti-waiting capability in the actual
scenarios presented. As a result, the game theory-based, QoS-
aware GI service composition methods used in this study proved
beneficial in the analysis and solution of the optimal resource
competition problem, from the perspective of the entire system
(i.e., all tasks).

Future work includes issues related to the response time
calculation method and composition of the best services caused
by concurrent task conflicts. This requires analysis of the beha-
viour of tasks during the iterative process in order to design
heuristic rules to speed up the performance of converging to the
Nash equilibrium point. In addition, the evolutionary game model
with environmental dynamics will also be used, and the relation-
ship between system optimisation, Pareto optimisation and Nash
equilibrium will be analysed.
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Appendix A
Theorem 2. proof:
(1)
 From (4), (6), (5), and (8), U iðsÞ is clearly a continuous
derivable function.
(2)
 According to K1
i þK3

i 4K2
i , ð@U iðsÞ=@sl

i,jÞ ¼K
1
i þK3

i �K2
i 40;

thus, the function U iðsÞ increases to sl
i,j.
(3)
 U iðsÞ is a second-order derivative: ð@2U iðsÞ=@ðs
l
i,jÞ

2
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i = @sl
i,jÞ�
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3
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i and v2
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functions, as ð@2K1
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i,jÞ

2
Þ and ð@2K2
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l
i,jÞ

2
Þ are both equal to

0; however, ð@2K3
i =@ðs

l
i,jÞ

2
ÞZ0; thus, ð@2U iðsÞ= @ðs

l
i,jÞ

2
ÞZ0 holds

for any j¼ 1,. . .,J and l¼ 1,. . .,L. This indicates that Hessian
matrix of U iðsÞ is positive and definite. Therefore, U iðsÞ is a convex

function (Borwein and Lewis, 2000) of sl
i,j, and the strict diagonal

convexity is satisfied (Rosen, 1965).
The three points mentioned above illustrate that the object
function of best response OPi meets the conditions of continuity,
increasing, and convex functions; the non-cooperative game of
optimal service composition is a sole Nash equilibrium solution
(Orda et al., 1993); thus, the theorem is proved.
Theorem 3. proof: M is defined as the subset of Euclidean space,
and M is the feasible strategy set of task i. Let M¼ [I

i ¼ 1 Mi, S� S
be the subsets of M.

Let BRiðs�iÞ be the best response function of the combination
strategy s� i of tasks I�1 other than task i, and si ¼ BRiðs�iÞ.

Let sð1Þ ¼ ðsð1Þ1 ,. . .,sð1ÞI Þ,s
ð2Þ ¼ ðsð2Þ1 ,. . .,sð2ÞI Þ

8s¼ ðs1,. . .,sIÞAS, define:g:S-S, gðsÞ ¼ ðBR1,. . .,B RIÞ, Let d(U)
be the L1 norm distance; thus/
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Based on the mean value theorem:
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Therefore
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:

According to the Banach fixed point theorem (Istratescu,
2001), when

PI
m ¼ 1,ma i 9@BRi=@sm9o1, there must be a fixed

point sn ¼ fsn1,. . .,snI g in which S satisfies gðsnÞ ¼ sn; i.e.,
sni ¼BRiðs

n

�iÞ. This point is the Nash equilibrium point:

XI

m ¼ 1,ma i

@BRi

@sm

����
����¼ XI

m ¼ 1,ma i

XL

lA cp

XJ

j ¼ 1

ksl
i,jli

ðml
m,�j�ksl

m,jliÞ
2

Thus, when

XI

m ¼ 1,ma i

XL

lA cp

XJ

j ¼ 1

ksl
i,jli

ðml
m,�j�ksl

m,jliÞ
2
o1

the aforementioned algorithm can approach the Nash equilibrium
starting from any point.
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